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Abstract 

Two psychophysical measurement techniques, flicker photometry and successive 

heterochromatic brightness matching, were used to measure changes in luminance 

efficiency functions with increasing levels of light adaptation. Both measurement 

techniques were performed using the same optical system and the same seven healthy 

adults as subjects. Measurements were taken at four reference stimulus intensities, 1,10, 

100 and 1000 foot-lamberts. Luminous efficiency was found to depend on both the 

technique and the reference stimulus intensity with which the measurements were taken. 

For heterochromatic brightness matching, luminous efficiency increased for longer 

wavelengths as reference intensity increased. Peak luminous efficiency shifted from 

approximately 540nm to greater than 600nm with increasing intensity for all seven 

subjects.   Peak luminous efficiency was constant for flicker photometry across all 

intensities but the function narrowed slightly at 100 foot-lamberts. 
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Introduction 

Radiometry is the measurement of radiant, electromagnetic, energy. For optical 

radiation it encompasses techniques for counting the number of photons per unit time, 

area, or space.   The challenge in radiometry is that the size, velocity and number of 

photons make it impossible to count photons directly. Therefore we must rely on indirect 

measures such as observing and quantifying the optical radiation effects on an absorptive 

material. Specifically, radiometry depends on the absorption of radiant energy producing 

a measurable electromagnetic, chemical, or thermal response. 

This indirect measurement of radiation would be straight forward if it were not for 

one major complicating factor. The photon's ability to generate these measured 

responses is dependent on wavelength. The transmission of optical media between the 

light source and the detector, the absorption of the detector and the amount of energy 

converted to the measured response all vary with wavelength. To compensate for 

wavelength dependence, a correction factor is typically calculated for each nanometer of 

wavelength. The aggregation of these correction factors across the spectrum of concern 

constitutes a spectral weighting function. 

Photometry is the measurement of light, the radiant electromagnetic energy that is 

useful to human vision. Interest in the accurate measurement of light grew dramatically 

with advances in the fields of astronomy and artificial lighting in the last part of the 19' 

century (Johnston, 2001). Early photometry techniques involved the visual comparison of 

the test light against a known light standard.   The photometrist would match the 

brightness, produced on a surface, by the test light to the brightness produced on the same 

surface by a standard light, such as a candle or an oil lamp. The brightness match was 
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made by adjusting the distance of the test light from the surface. This method of 

adjusting the relative distance of the test light to the standard light led directly to several 

older units of illuminance such as the foot-candle, however, it had several limitations. 

The standard lights were inconsistent and difficult to maintain. Their luminance varied 

with environmental conditions and special attention had to be given to such factors as 

candle wax purity, wick length, ambient temperature, humidity and atmospheric pressure. 

Individual observer variation also contributed a substantial amount of error to light 

measurements.   The human error in the measurement was particularly large when the test 

light and standard were of different colors. To reduce cost and error, a photometric 

technique was needed that eliminated both the human observer and the standard light 

from the measurement process. If a spectral weighting function could be developed for 

the human eye, the measurement of light could be reduced to a simple mathematical 

transformation of a radiometric measurement. This desired spectral weighting function 

for vision is often referred to as the luminous efficiency function. 

In 1924 the Commission Internationale de I'Eclairage (CIE), in acknowledgment 

of a very practical need for a spectral weighting function for human vision, adopted the 

CIE spectral luminous efficiency function for photopic vision V(X). The luminous 

efficiency function V(^), based on an amalgam of flicker photometry and step-by-step 

brightness matching data collected from over two hundred and fifty subjects, has been 

used to great advantage by vision scientists and lighting engineers and has revolutionized 

the technical field of photometry (Gibson andTyndall, 1923; Wyszecki and Stiles, 1982). 

The development of electrically calibrated radiometers and the availability of 

V(X,) dramatically improved the reliability and applicability of photometric techniques 
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(Wyszecki and Stiles, 1982). Now using a radiometer to measure radiant power (P) in 

watts, luminous flux (F) in lumens can be calculated using the integral: 

F = 683 I Y(k)F(k) dX 

More practically, total luminous flux can be approximated by the summation of the 

calculated luminous flux at each wavelength. 

F = S 683 Y(kW(l) 

Intrinsic in these equations is the idea that the brightness produced by a given amount of 

luminous flux is fixed and independent of the spectral content. Different authors describe 

this assumption in various ways, often by briefly mentioning additivity or Abney's Law. 

Wyszecki and Stiles (1982) give a comprehensive discussion of the "basic laws of 

brightness matching" including the laws of symmetry, transitivity, proportionality and 

additivity. However, exceptions to the laws have been discovered, explored and used to 

help explain visual processes. 

The classic exception concerns visual performance under low levels of 

illumination (scotopic conditions). V(X,) and the brightness matching laws do a poor job 

of predicting visual performance under low light conditions. Investigation of this failure 

led to a better understanding of neural physiology and visual processing. The failure of 

V(X) and the laws of brightness matching under scotopic conditions was largely 

explained by the sensitivity range of retinal photoreceptors and ultimately a second 

spectral luminous efficiency function for scotopic vision (V'X,) was established in 1951. 
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There are other conditions where the visual performance departs from V(A,) in 

ways that are more difficult to explain. The relative sensitivity of the eye also varies with 

target size, retinal eccentricity and target duration (Ikeda et al, 1982; King-Smith and 

Garden, 1976). Not all of these irregularities can be explained at the photoreceptor level. 

The explanations for non-photoreceptor caused departures of relative sensitivity from 

Y(k) have generally settled on the idea that the perception of brightness is determined by 

two neural systems, a chromatic system and an achromatic system. The relative 

sensitivity of the eye at any particular time is dependent on the relative contributions of 

these two systems. As Meyer (1978) noted 

This explanation states that the output from cones feeds into two 
systems, one spectrally opponent or chromatic and the other one 
achromatic. Signals from the cones to the non-opponent achromatic 
system are combined linearly and activity at higher neural levels can be 
accurately predicted from the sum of the inputs. Signals for the cones to 
the opponent or chromatic system however are antagonistic in that 
activity within the red-green system (or the blue-yellow) is subtracted 
from one another. Thus, the specific luminous efficiency function 
obtained in a given experiment depends upon whether the method used 
taps the output of the achromatic system (flicker, minimum border, etc.) 
or the outputs of both the chromatic and achromatic systems 
(heterochromatic brightness matching, absolute foveal threshold, etc.) 

Therefore we are left with the difficult situation where the relative sensitivity of the eye 

or the luminous efficiency of a light source is not fixed but fluctuates with the viewing 

condition. There are two approaches to dealing with this situation.   Photometry can be 

treated as a physical measurement that may or may not correlate well with the perception 

of brightness or V{X) can become one part of a system of luminous efficiency curves 

used in photometry with the viewing condition dictating which curve is most appropriate 

for the given application. 
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In response to this problem the CIE acknowledged that the meaningful 

quantification of light often requires more than the indiscriminant use of a V(X,)-corrected 

physical photometer. An understanding of the visual system is required to select the most 

appropriate spectral luminous efficiency function for a given situation. 

For photopic vision and luminances larger than several cd/m , 
ordinary physical photometers corrected to V(X,) give visually 
accurate measures for small, centrally fixated lights of broad spectral 
composition. For all other applications a different luminous 
efficiency function should be employed (Meyer et al, 1978). 

However, knowledge of the limitations of photometric techniques does not necessarily 

result in improved measurements. Photometry has a recurring history of imprecise 

results leading to a poor reputation and low expectations, where the practitioners either 

"accepted what they recognized as an imprecise measurement or carried on unaware of 

the potential systematic errors." (Johnston, 2001) This rather negative assessment of the 

practice of photometry may describe our current ability to measure some of the newer 

light sources such as LEDs and lasers. 

LEDs and lasers are spectrally narrow sources and as such are known to be 

problematic for the V(X) based photometric system (Meyer et al, 1978; Kinney, 1983). 

The search for an alternative luminous efficiency function leads us back to the 

psychophysical measures for deriving human spectral weighting functions. 

There are several psychophysical measures that can be used for deriving a system 

of relative sensitivity functions including simultaneous brightness matching, successive 

brightness matching, the minimally distinct border method, grating visual acuity and 

increment threshold. These measures have been described thoroughly elsewhere; 
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successive heterochromatic brightness matching has been described by Ikeda and 

Shimozono (1978) and the other techniques by Wyszecki and Stiles (1982). The 

resulting relative sensitivity functions derived from these methods fall generally into two 

categories. 

The first category includes spectral luminous efficiency functions generated by 

flicker photometry, grating visual acuity and minimally distinct border. These functions 

are thought to be representative of the achromatic system, which is derived from the 

linear sum of outputs from the middle and long wavelength cones. They are traditionally 

thought to be independent of any neural contributions from the short wavelength cone 

and chromatic pathways because of inferior temporal (flicker photometry) or spatial 

(visual acuity, minimally distinct border) characteristics. (Lennie et al, 1993) They tend 

to be relatively narrow and smooth with peak sensitivity at approximately 555 nm. Most 

importantly these luminous efficiency functions are congruous with the brightness 

matching laws required to support a meaningful photometric system. 

The second category of functions includes heterochromatic brightness matching 

and increment threshold spectral luminous efficiency functions. These functions are 

thought to be mediated by both the chromatic and achromatic systems. They have a 

broader, flatter curve, sometimes demonstrating a multiple peaked appearance (Ikeda and 

Yaguchi, 1982; Speriing andHarwerth, 1971). 

Intuitively, brightness matching seems the logical psychophysical function for 

generating a luminous efficiency function (Wagner and Boynton, 1972; Meyer et al, 

1978) because the experimental conditions are representative of normal visual 

experience. Unfortunately brightness matching suffers from reliability problems and the 
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results obtained with heterochromatic brightness matching fail to observe the brightness 

matching laws. This was one of the major reasons that flicker photometry, not 

heterochromatic brightness matching, played such a major role in the development of 

V(^). However as mentioned earlier, V(X,) and flicker photometry do a poor job of 

predicting brightness perception for spectrally narrow sources. A luminance efficiency 

function based on heterochromatic brightness matching may be more appropriate, then 

for photometric measurement of LEDs and lasers. However, these light sources can 

produce retinal illuminances several orders of magnitude higher than those used to 

generate most of the published heterochromatic brightness matching luminance 

efficiency curves (Bedford and Wyszecki, 1958; Comerford and Kaiser, 1975; Guth and 

Lodge, 1973; Kinney 1964; Speriing and Lewis, 1959; Wagner and Boynton, 1972; 

Shney and Wolbarsht, 1980). 

Whether retinal illuminance is an important variable in determining the 

appropriate luminous efficiency function for a given set of photopic conditions is 

controversial. The CIE provides extensive guidance on the impact of low (scotopic and 

mesopic) luminance levels on luminous efficiency functions in Light as a True Visual 

Quantity: Principles of Measurement but fails to mention any impact of luminance levels 

within the photopic range. Deane Judd, well known for his work leading to the 

establishment of VM(X,) (CIE 1988 Modified 2 Degree Spectral Luminous Efficiency 

Function for Photopic Vision) (Kaiser 1990), concluded that V(X) extrapolates well to 

very bright sources. In 1951 Judd stated that Y(K) was applicable for the luminance 

range starting around 1 foot-lambert and going up to 10,000 foot-lamberts (Stevens, 

1951).   However, changes in luminous efficiency across photopic luminance levels have 
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been documented for many years. In 1909 Helmholtz, in his Treatise on Physiological 

Optics, was one of the first authors to write about the dependence of relative sensitivity 

on retinal illuminance, saying: 

When whites of different luminosity are obtained by mixture, the 
amounts of the complementary colours are in a constant ratio to each 
other in objective intensity, but in a very variable ratio to each other in 
subjective luminosity (Southall, 1962). 

Increment threshold experiments provide some of the most convincing evidence 

for changes in luminous efficiency functions over photopic luminance levels. Sperling 

and Harwerth found a dramatic change in the shape of threshold luminous efficiency 

curves depending on background luminance. As they increased the background 

luminance, from 0 to 10,000 trolands, the luminous efficiency curves developed three 

peaks, a broad peak around 430 nm and two more narrow peaks around 535nm and 

610nm. They explained these three peaks as an increase in the interaction between the 

long and middle wavelength cones associated with an increase in the adaptive state of the 

fovea (Sperling and Harwerth, 1971). Since a chromatic channel explanation was given 

for this luminous efficiency change, it is logical to look for a similar change in other 

luminous efficiency measures that tap into the chromatic channel, such as 

heterochromatic brightness matching. 

As was the case with increment threshold derived luminous efficiency curves, 

there is evidence that heterochromatic brightness matching luminous efficiency curves 

vary with retinal illuminance. Some authors have found a relative loss of visual 

sensitivity to red stimuli with increasing luminance levels in the low photopic region, a 
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phenomenon that has been referred to as a reversed or inverse Purkinje shift (Thomson, 

1946; Yaguchi and Ikeda, 1980; Bedford and Wyszecki, 1958). Others found that not 

only were the heterochromatic brightness matching curves broader than Y{X) but for 

some of their subjects, the difference between the two functions increased with increasing 

retinal illuminance (Yaguchi and Ikeda, 1980; Sagawa et al, 1991). Wagner and Boynton 

(1972) conducted a series of heterochromatic photometry experiments and found that 

their data deviated substantially from their predictions. They explained the deviation by a 

failure to hold luminance constant at long and short visible wavelengths due to the 

limited radiance produced by their light source. 

Wyszecki and Stiles used trichromatic color matching, a close relative of 

brightness matching, to model pigment bleaching at higher retinal illuminances. They 

found that the relative contributions of long, middle and short wavelength lights required 

to match a white reference varied dramatically with reference retinal illuminance between 

8,000 and 50,000 trolands (Wyszecki and Stiles, 1980). This breakdown of the law 

proportionality is important to both color matching and brightness matching and the 

favored physiological interpretation for the breakdown is the asymmetric bleaching of 

cone photopigments (Wyszecki and Stiles, 1982). 

The case for changes in the flicker photometry luminous efficiency curves with 

increasing luminance is less convincing, although several authors have found small 

changes (De Vries, 1948; Sagawa et al, 1991). Most notably, the researchers from whose 

work V(A,) was derived felt that luminance level contributed substantially to the shape of 

the luminous efficiency curve found by flicker photometry (Ives, 1912; Gibson and 

Tyndall, 1923). 
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Having reviewed the history of photometry it seems naive to assume that a 

photometric system based on V(X) is going to produce rehable predictions of visual 

performance in the case of bright and spectrally narrow light sources like LEDs and 

lasers. Therefore I decided to investigate luminous efficiency functions at high 

intensities using two psychophysical techniques: One that is representative of the visual 

performance based on achromatic system alone, namely flicker photometry and one that 

would tap into both the achromatic and chromatic systems, successive heterochromatic 

brightness matching. Successive heterochromatic brightness matching is felt to produce 

similar results to the traditional bipartite heterochromatic brightness matching and has the 

advantage of using the same apparatus as flicker photometry (Ikeda and Shimozono, 

1978). The major goal was to compare results of the 2 methods directly, using the same 

optical system and subjects in order to explore how luminance efficiency functions 

change with increasing intensity so that we can better predict the visual perception of 

spectrally narrow and bright light sources. 

Methods 

Apparatus 

Light from a 1000-watt xenon arc lamp was split 99/1 using an antireflective 

window to produce two illumination channels, a spectrally broad (white) reference 

channel and a monochromatic test channel. The test channel, which consumed the 

majority of the lamp output, could be varied in intensity and monochromatic spectral 

content using an iris aperture, a remotely controlled, motor driven, duel, counter rotating 

set of variable density filters (variable density filter system) and a motorized filter wheel 
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which contained 17 narrow (10mm full width-half maximum) bandpass interference 

filters. The reference channel was modulated in intensity using a circular variable density 

filter and an iris aperture. A rotating mirrored, variable frequency optical chopper was 

used to merge the two channels spatially while maintaining temporal separation. The 

reference and test channels alternately illuminated the end of a .75 in diameter acrylic 

cylinder that served both as a diffusing optic to dampening the variation in beam intensity 

and a back lit viewing screen to produce the stimulus field. A chin rest was used to 

position the subject 21 inches from the viewing end of the diffusing optic. The stimulus 

subtended 2 ° of visual angle.   A schematic drawing of the apparatus is given in Figure 1. 

Calibration 

The success of the experiment was dependent on an accurate radiance 

measurement of the test stimulus. Because time and equipment limitations prevented a 

radiometric measurement of the test stimulus after each trial, an indirect calculation of the 

radiance was accomplished. This calculation was based on the concept that the test 

stimulus intensity equals the maximum test channel radiance for the stimulus wavelength 

multiplied by the transmission of the variable density filter system setting. The 

maximum test channel radiance was outside the range of both the lab's spectroradiometer 

and optical power meter.   However, since this experiment was concerned with measuring 

relative luminous efficiency a relative measure of test channel radiance across 

wavelengths was sufficient. Relative spectral output of the test channel across 

wavelengths was measured with an iris aperture in place to reduce test channel radiance 

to measurable levels. The measurement of the relative spectral output was conducted 
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both before and after the experiment (Figure 2A) to verify that expected changes in 

spectral output (due to aging of the lamp and other factors) were small compared to the 

measured effect size. The lamp output shift slightly towards longer wavelengths, which 

suggests that there may be a small underestimate, in short wavelength sensitivity in the 

luminous efficiency curves. Figure 2B shows the impact of the lamp output shift on the 

lOOfl heterochromatic brightness matching curve. The maximum change in calculated 

relative sensitivity between the pre-experiment and post-experiment calibrations for the 

lOOfl heterochromatic brightness matching curve is .08 at 532nm. 

Measurement of the test channel radiance and calibration of the variable density 

filter system was accomplished using a new, NIST-traceable, factory calibrated. Photo 

Research PR 650 spectroradiometer purchased for this project. Spectral calibration for 

the test stimulus channel was verified by cross checking the manufacturer's nominal filter 

transmission peaks and band widths for each of the narrow bandpass filters against the 

measured transmission peaks using the PR 650 Spectrascan spectroradiometer. Nominal 

specifications and measured characteristics were found to be in agreement for all 

seventeen filters. 

The spectral transmission curves for the variable density filter system were found 

to vary with optical density. Therefore optical density calibration for the variable density 

filter system was accomplished for each of the 17 wavelengths separately. For each test 

wavelength, the optical density of the variable density system was sampled at 22-degree 

intervals using the Photo Research PR 650 spectroradiometer. These sample points were 

imported into Sigma Plot 5.0 and a non-linear regression was performed to model the 
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angular rotation vs. filter transmission function. The resulting regression equations fit the 

data points very well (r^ >.98 across all wavelengths). The regression equations were 

used to calculate the transmission of the variable density filter system for each subject's 

flicker or heterochromatic brightness matches. 

Adaptation 

It is well known that maintaining an appropriate level of adaptation is critical to 

the success of any vision experiment. A common strategy for vision research is to allow 

subjects to dark-adapt before starting an experimental session. The advantage of dark 

adaptation is that the adapting stimulus is spectrally flat thus avoiding asymmetric fatigue 

of the visual system. Dark adaptation was not appropriate for this project for two 

reasons. First, a sudden change in luminance levels from near zero to 1000 foot lamberts 

(fl) would be uncomfortable and interfere with the quality of the measurement. Second, 

the luminance level during the trial would substantially raise the subject's adaptation 

state, thus requiring a large amount of time between trials to reestablish dark adaptation. 

The importance of maintaining appropriate adaptation for high intensity stimuli 

experiments was demonstrated during the Weber fraction experiments done by Alpem, 

Rushton and Torii (1970). In their investigation of increment thresholds on flashed 

backgrounds they found increasing Weber fractions at high luminance levels, a finding 

expected as cone saturation is approached. However if the subject was allowed to adapt 

to the background, the Weber fraction is constant across luminance intensities, even at 

intensities that approach pathological levels (Vos et al, 1972). 
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In this experiment, using the reference stimuU as the adapting source would have 

been analogous to the steady adapting source used by Alpem, Rushton and Torii, but the 

time it took to start and stop the chopper made this approach impractical. However, it 

was possible to rapidly configure the test channel to produce a white stimulus of equal 

luminance to the reference stimulus. Therefore, during the 30 second adaptation period 

prior to running the set of trials for each wavelength our subjects viewed the alternating, 

equal luminance, broad spectrum, stimuli produced by the reference and test channels. 

Immediately after adaptation, the appropriate monochromatic interference filter was 

rotated into the test channel and the matching trials began.   The adapting stimuli were 

spectrally broad but not spectrally flat. In addition, the spectral content of the adapting 

stimuli varied with reference intensity. The correlated color temperature for the adapting 

sources varied between 3229 K and 5532 K as shown in Figure 3. 

Procedure 

The xenon lamp was allowed warm up for a minimum of 30 minutes to reach 

equilibrium and then the reference channel was adjusted to one of four luminance levels 

(1,10,100 or 1000 foot-lamberts) as measured by the Photo Research PR 650. Next the 

test channel's interference filter wheel was rotated to the open (achromatic) position and 

the test channel's luminance was adjusted either using the iris aperture (1 and lOfl levels) 

or the variable density filter system (100 and lOOOfl levels) to match the luminance of the 

reference channel. Then the chopper was started at either 2 Hz for the heterochromatic 

brightness matching trials or 20-30Hz for the flicker photometry trials. The alternating 

achromatic, equal luminance, reference and test fields served as an adapting source. 
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viewed by the subjects, before each set of trials. After the subject viewed the adapting 

field for 30 seconds, one of the wavelength interference filters, selected randomly without 

replacement, was rotated into the test channel. The subject then adjusted the test field 

brightness to match the reference field using the variable density filter system.   Once the 

match was made, the experimenter recorded the variable density filter system setting in a 

spreadsheet. The experimenter then decreased the test channel intensity by at least 2 log 

units and the subject made another match. Four trials (matches) were made in immediate 

succession. Each trial began with the test channel intensity set at least 2 log units below 

the match intensity. 

After completing the four trials for a given wavelength the subject viewed the 

adapting source for 30 seconds and a set of trials were started at the next wavelength in 

the random sequence. This process was repeated until all 17-test field wavelengths had 

been completed. 

Data Reduction 

The variable density filter system settings from each trial were converted to 

system transmission values using the regression equations derived from the filter 

calibration. Then the 4 transmission values for each wavelength were averaged. These 

average transmissions were multiplied by the respective test channel radiance value to 

produce an averaged test stimulus radiance value for each wavelength. The reciprocal of 

these "equal brightness" radiance values produced the relative sensitivity values. A Z- 

score transformation was performed on the relative sensitivity values. Each subject's 

sensitivity scores were transformed using the mean and standard deviation for their own 
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scores at the given method and reference intensity. The resulting Z-scores were used to 

conduct a 3 way (method by intensity level by wavelength) repeated measures analysis of 

variance (ANOVA). Finally, a traditional luminous efficiency transformation of the 

sensitivity values was calculated.   The relative sensitivity value at each wavelength was 

divided by the peak value, producing a curve with a maximum of one. These luminous 

efficiency values were plotted for each subject under each condition. The 3-way 

ANOVA was repeated with the calculated relative values of luminous efficiency. 

Subjects 

The institutional review board of the University of Missouri -St. Louis approved 

all of the experimental procedures used in this study including the informed consent form 

signed by each subject. Seven subjects, 4 females and 3 males, ranging in age between 

22 and 41 years old, were selected to participate in this study. Subjects were screened for 

normal color vision using psuedoisochromatic plates and were paid for their participation. 

All 7 subjects completed all of the measurements. Prior to data collection, each subject 

practiced between 2 and 6 hours, an average of 3.1 hours, on the tasks. Most of the 

practice was dedicated to heterochromatic brightness matching. Practice was divided 

over several days with no practice session lasting more than one hour. 

During heterochromatic brightness matching practice sessions, 2 of the subjects 

could make repeatable (range less than .5 log unit) matches using only the brightness of 

the stimuli in their decisions. The other 5 subjects had a much larger (>1 log unit) range 

over which the reference and test stimulus seemed to be of equal brightness. These 

subjects were encouraged to standardize their match procedure. However, even with 
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additional training and standardization of the procedure, several of the subjects felt they 

needed to incorporate additional criteria into their match decisions. One subject looked 

for a characteristic appearance to the halo (glare) surrounding the test stimulus. Another 

subject looked for chopper blade motion cues that could be seen in the stimuli when the 

test and reference where approximately equal intensities. These additional criteria were 

difficult for the subjects to describe and impossible to quantify. No effort was made to 

discourage the additional criteria as long as the subject reported that the criteria were 

present for all 17 wavelengths tested. 

Results 

The only physical difference between the flicker photometry task and the 

heterochromatic brightness matching task was the rate at which the reference and the test 

stimuli alternated. Still this small change in physical parameter had a profound impact on 

the subjects' performance including the match criteria, match reliability, training 

requirements and most importantly the luminous efficiency curve produced. It is worth 

describing the results unique to each task separately before looking at the overall 

analysis. 

Flicker 

Subjects found the flicker photometry task relatively easy to perform. After a brief 

explanation of the testing procedure, all subjects were able to make rapid and 

Page 23 



repeatable flicker matches with no more than 15 minutes of practice.   Subjects could 

complete a data collection session in approximately 1 hour.   Figure 4A shows a typical 

distribution of the transmission values selected by one subject for the flicker photometry 

condition.   In the flicker condition, intra-wavelength variability was small compared to 

the magnitude of change in transmission values between wavelengths. 

Figure 5 plots the mean relative sensitivity settings of each subject at each of the 4 

reference intensities. The scatter plot points are well ordered and the overall pattern to 

the data is easily recognized. The difference between the peak sensitivity of the least 

sensitive and most sensitive subjects was approximately a factor 2 at each level. Rank 

order of subject sensitivity at one level was not predictive of rank order at other levels. 

For example subject 3 was the least sensitive subject at the lOOfl level but the most 

sensitive subject at the lOOOfl level. Direct comparisons of absolute sensitivity between 

intensity levels cannot be made due to a difference in relative sensitivity scaling for each 

reference intensity level, which resulted from the limited measurement range of the 

spectrophotometer. 

Relative changes in sensitivity across intensities were examined by converting the 

relative sensitivity values to Z-scores. The between-subject mean curve for these 

transformed scores is shown in Figure 6A. The curves are narrow and unimodal with 

peaks around 560nm. The overall shape of the curves are strikingly similar to V(X,).   The 

Ifl and lOfl curves are nearly identical but the higher intensity lOOfl and lOOOfI curves 

appear slightly narrower then the lower intensity curves. 

Page 24 



1- (M CO "^l- 

■♦-* 

■(0 !1 
o a < X 

o 

^ t^ 

O 
4-» <30 

cd 
a x<i>      a 

o 
-   in 

-<-> 
^ <S1 

W) 

-.§ oxa 
w    a 

-   o 
CO 

c> CM 
• 1—1 «« 

a 
o o< -   S 
«KIX 

in 

1 
XKXI 

o -   o 
in o 

o ><      S> 

u 
B o 

oco   < -   in 

(D 
Xi 

<XD             < ► 

pq o 
'                       ' ^4. 

°                     § o o 
o 

s 
t~~ 

>« 

OM S 

^ <B«: 

(1) o> 

a ■ac 
OK 

-     C3 
CO 

o OX 

o 
^ ■oc -     S 
cu 

-at 

LO 

Ui 
<D ■IK 

r^ 
<mc C3 

o m "     g 
• i-H 

5:3 <t» > 

<J 
•M:CI 

•aio 
0 

-  R ' ■«3- 

c §       i 

<u 
0 
c 
<IJ 

1 1^ 
0 u 

C C 
V-( 0 
,0 

C3 

60 ^   (D 

^      ■!-> JII <U 4-j 

-^-> 
^ 

M 
DO 03 

S ^ ^ 
<U x: ^ 
> 0 4-J 

cG cd 0 

^ 4-1 

su
bj

e 
ie

ct
s.

 
fr

om
 

11 
su

b 

b 3 es    « ,0 
(4-1 fl    5 
u Q  '^ 6 
^ ^ 1 T3  •i3 

tJS ^1 
c (D    0 

i1    ^ 
in 

Si 
0 PQ ^ 

•5   0 
<D •^ ^ f y *^ 

-4-» 

C(-l 

0 
CA C/3   '^ u CA   ^ 
S 0)   cd 

"^ s i > 
c 
0 

CO 0 Ts 
% ■^ ^ 

f> M 
c e 5: 

> 2 
-4—> 

0  3 c« ^_i 

^ •73 
0 rs 

11 
-2 ^ 

PQ S '3 
T3 ■^   cc 
c <    (= « 
<: ^^ 

ph
ot

om
e 

in
te

ns
ity

 

E 

uoissimsuBJj 2o\ 

Page 25 



■r- CM CO Tf in CO h- 

CO 

J3 
3 
W (0 

3 
n 
3 
W 

o D < X >< 1 + 

o o 

>n 

] X »: 
OH ox 

O   M 

«(D      < 
D       < 

< 

x   < 
om:< 

8 

X 

x+ 1 

! a>x 
1X0 

<]>«<D X 

K'tta 
<   w«x 

< 
fX 

<    ^»< O X 

< T^ 
<  l^iH-  X 

<»< 

53 X - 
o 
8 

t 
I 
13 
> 
03 

f^ 
"^ 

1 

«0 
o 

- s 

>«a 1 <o 

» ■M        * - 8 
>«]+X <     o 

■ <B      ■« o 
> 0 

* 
- S >' a' x-M 0 

XM' 
XI 'X4 

<> 

l*«X    <> 
ISH; fO 

< 0>*«-0 

<IN> 

« -i 
O 

1 i 

5       8       8       8       = > 

t 
I 

on 
(D 

c 
0) 

3 

J3 

o 
■4—> 

o 
xi 
OH 
U 

M o 

o 

¥ 
"^ 

cS 
>% 

■> 

1/1 c u 
1/1 

> 

13 
Pi 

/(jIAIJISUSS 3AllBl3"a 

Page 26 



o 
o 

PQ 

0 

S 

^ >" 

^;^ 
r -   g 

CO 

> 

- s 
10 

•JO 

, 

0 
-   0 

10 

1 
t 

^1   \ 

■ 1 

c 

g 
J                            T- O                 -17                 c J 

(D 

O 

OH 

O 

< 

13 

rS 

/ ̂  

^ 

/ 

- g 
CO 

c -s 
MN ••-. 

^ 
^ 

. 8 
in 

c J                            1-                            0                            T^                            C 

> 

I 
o o o 

o o 

o 

•4—> 
§ 0 

-4-J 

•t-H 
r/1 T3 (1) c C > 
<l) ca ;-! 1) 

(i; 
• 1—< 6 ^ c 
0 c 0 r-H 
0 in IH 

,?^ c u-> x> 
M V) cS 'U 

<4-( 

2 
-0 
3 

0 

^ 
t4-( § X 
0 /'■"N n 

a. 
(1) 

0 

■<+ l—H f-J ;_ 
0 0 

bf) 
■i-* M r: •»-H 

<4-H .1-1 (/) 
0 cd x: c 

J3 JS 0 Si 
0 CS c 
c« ^ d (1) 
l-i 

<2 (D 

0 

1 
-i-» 

8 
^ 

c x: 
(D 

ID 
0 •s 

CAl c 0 
M 
M ^ td 
H ?^ d c 
^ a • i-H 

rt ,c 
00 

0 

> 
0 

0 

§ •1—1 > 
•0 

M n 00 

N f^ (1) § CO 
Si (U 

> 
(D H 

W5 3 

•*3 
CO 

C 
■^ (1) u H ii 
yi > ■4—* c 
C « r/1 

> 
•T-H 

J3 

< 
■4-.> 

u 
JS 
bO 

on 0) 
CO •*-< 

X 
dJ CJ cfl 11) 

^ ^ ii> K ■S 

<1) 

3 
0 

cO 

1 B 
T3 0 

X! 1 
0 

J3 
•4—> 

0 

03 

1 
(U 
0 t5 

H C M c3 X 
0 

1 on aj WH 

^if) (U 13 D. PH 

E 
4J 0 

0 §- g^ 

(S9JO0S Z) /^JiApisuss SAiiBp-g 

Page 27 



Successive Heterochromatic Brightness Matching 

All subjects found the heterochromatic brightness matching task to be 

considerably more difficult than the flicker photometry task with each data collection 

session lasting approximately 90 minutes. Despite extensive practice, variability in each 

subject's four settings at each wavelength remained large. One example of this variability 

is shown in Figure 4B.   The variability in heterochromatic brightness matching was 

generally larger than the variability on the flicker task for all subjects. There was also 

more variability relative to the magnitude of change across wavelengths. The later 

indicates a lower signal to noise ratio for heterochromatic brightness matching. 

The mean settings of each subject at each wavelength for the four reference 

intensities are shown in Figure 7. In the Ifl condition, the overall shape of the points is 

similar in appearance to the corresponding flicker data (Figure 5); however, the 

difference between the data of the most sensitive and least sensitive subject was much 

greater than in flicker photometry condition.   There was at least a factor of 10 difference 

for the heterochromatic brightness matching data while the difference was only a factor 

of 2 for flicker photometry. The patterns in the data points for lOfl, lOOfl and lOOOfl 

charts in Figure 7, are more difficult to discern than they are for the corresponding flicker 

levels. However, the rank order in heterochromatic brightness matching sensitivity is 

better preserved across intensity levels than it was in the flicker condition.    Subjects 5 

and 6 are more sensitive and subject 3 is less sensitive for most wavelengths at all levels 

of intensity. 
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The between-subject mean of the Z-transformed sensitivity scores are plotted for 

each reference intensity in Figure 6B. The mean heterochromatic brightness matching 

curves are broad and show multiple peaks. For all four intensities, there is a middle 

wavelength peak near 550nm, a notch between 550nm and 600nm, and a long 

wavelength peak at 600nm or higher. With increasing intensity, the size of the longer 

wavelength peak grows relative to the middle peak and the wavelength of maximum 

sensitivity shifts with from 560nm to approximately 620nm. The breadth of the curves 

increases with increasing intensity, particularly in the long wavelength portion of the 

spectrum. 

Combined analysis 

The comparison of relative sensitivity data across methods and intensities is 

complicated by the need to normalize the data.   A common approach is to equate all 

curves at one wavelength (Wagner and Boynton, 1972; Abramov and Gordon, 1977; 

Yaguchi and Ikeda, 1980; Ikeda et al, 1982; Ikeda and Nakano, 1986). In many data sets 

this approach would be useful; however, in our case this procedure gave an inappropriate 

weighting to one subject (# 3) who had extremely low sensitivity values for all 

wavelengths except for 650nm in the lOOfl heterochromatic brightness matching 

condition. When we averaged the data across subjects using this technique, the maximum 

sensitivity occurred at the 650nm wavelength. This representation of the data seemed 

distorted considering the relative sensitivity of the other 6 subjects at that wavelength as 

shown in Figures 8-14. 
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Because of the difficulty with this data transformation, I decided to use a Z-score 

transformation. Each subject's sensitivity scores were transformed using the mean and 

standard deviation for their own scores for the given method and reference intensity. 

This transformation, which brings the mean for each subject's sensitivity curve to zero 

and set the standard deviation for each curve at one, permits the direct comparison of 

relative sensitivity across reference intensity levels. 

I conducted a Method (Flicker Photometry, Heterochromatic Brightness Match) 

by Level (Ifl, lOfl, lOOfl, lOOOfl) by Wavelength (500, 510, 520, 532, 540, 550, 560, 

568, 580, 589, 600) analysis of variance (ANOVA) on these Z-scores. Since ANOVA 

uses variance to look for mean differences and since the Z-transformation equates the 

means to zero and the standard deviations to one, by definition this analysis could not 

show any main effects for Method or Level. However I retained the ability to examine 

the main effect of Wavelength and all interactions except for Method by Level.   The 

outcome for this analysis was significant for Wavelength (p<.001). Method by 

Wavelength (p<.001). Level by Wavelength (p<.001) and the three way interaction 

Method by Level by Wavelength (p<.001). The main effect of Wavelength simply 

confirms that the eye is not equally sensitive to all wavelengths of light. The significant 

interactions of Method by Wavelength and Level by Wavelength support the conclusion 

that the shape of the sensitivity curve changes with the method for measuring sensitivity 

and the intensity of the reference.   More specifically, as seen in Figure 6B, with 

heterochromatic brightness matching, the peak relative sensitivity of the eye changes 

from a green wavelength around 560nm into the red (between 600 and 650nm) as 
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intensities increased. It is obviously desirable to compare this change in relative 

sensitivity at higher intensities with V(^). Unfortunately there is no direct way to 

transform the Z-score or W(X) to bring them to the same scale. 

To directly compare this study's results with V(X,) a different data transformation 

is required. W(X) is scaled so the maximum sensitivity is 1. A relative sensitivity curve 

was calculated for each subject under each condition. For each of these 56 curves (7 

subjects times 8 conditions) the relative sensitivity values were divided by the maximum 

sensitivity for that subject and condition. With each curve scaled, the individual data can 

be compared directly to V(X,) (Figure 8-14). An ANOVA of the transformed relative 

sensitivity was performed.   In this transformation the means and standard deviations for 

the curves are brought close together but not equated.   This permitted the testing of the 

main effects for Method and Level, which had been negated in the Z-score 

transformation. 

The ANOVA was based on data collected at the wavelengths between 500 and 

600nm; more extreme wavelengths were excluded because of missing values. There were 

significant main effects of Method (p = .004) and Level (p =.008).    There were also 

significant effects for Wavelength, Method by Wavelength, Level by Wavelength and the 

three way interaction. Method by Level by Wavelength (p< .001). These results were 

similar to those obtained from the Z-score analysis. 

The between-subject mean curve of the V(X,) style transformation scores are 

plotted in Figure 15. In this figure, the mean relative sensitivity curves for the two 

methods, heterochromatic brightness matching and flicker are compared to Y(X) at each 
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intensity level. This graph shows that the flicker curves are very similar to Y(k) in shape, 

though the width of the lOOfl flicker curve is narrower than V(X,) and the other flicker 

curves. The heterochromatic brightness matching curves are broader then V(X,) and the 

flicker curves at all intensities and the peak of the curve migrates towards 620nm with 

increasing intensity while the flicker peak remains constant.    It is possible to visualize 

the main effect of Method in this figure.  Peak sensitivity for heterochromatic brightness 

matching at the lOOfl and lOOOfl levels is outside of the 500 to 600nm range for which 

the ANOVA was run causing the mean for heterochromatic brightness matching (.560) to 

be below the mean for flicker (.734). 

Visualizing the main effect of Level in Figure 15 is more challenging than it is for 

Method. Both the lOOfl heterochromatic brightness matching curves and the lOOfl flicker 

curves seem to be lower than their respective curves at the other intensities. Since the 

main effect for Method was significant, we analyzed the Level factor separately for the 

flicker and heterochromatic brightness matching conditions. Under both conditions, the 

effect of Level was found to be significant (for flicker p = .002 and for heterochromatic 

brightness matching p = .037).   The pairwise comparison for the flicker data showed 

that the relative sensitivity was lower for the lOOfl level than for Ifl (p = .008), lOfl (p = 

.025) and lOOOfI (p = .007).   Pairwise comparisons for heterochromatic brightness 

matching found that relative sensitivity was lower at the lOOfl level than at the lOfl level 

(p = .013). 

Figure 16 shows the flicker graphs from Figure 5 along side the heterochromatic 

brightness matching graphs from Figure 7 for the Ifl and lOOOfI levels. The scaling has 
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been equated on the ordinate so that a direct comparison of sensitivity can be made 

between the two conditions. For the Ifl graphs on the top of Figure 16, the 

heterochromatic brightness matching points are more variable than the flicker points at 

each wavelength but there is no obvious difference in overall sensitivity between the two 

methods. A two-tailed paired t-test showed no statistical evidence for a difference in 

sensitivity (p = .09). However, for the lOOOfl charts on bottom, the absolute sensitivity 

was higher for heterochromatic brightness matching than for flicker for most subjects and 

at most wavelengths. The two-tailed paired t-test at this intensity was highly significant 

(p = 4.9X10"''). 

Discussion 

The major conclusion drawn from this study is that the shape of the 

heterochromatic brightness matching relative sensitivity curves depend on reference 

stimulus intensity. As reference intensity is increased, the relative sensitivity in the long 

wavelength region of the visible spectrum increases, which results in the peak sensitivity 

of the curve shifting from approximately 540nm at the Ifl intensity to over 600nm for 

intensities equal to or greater than lOOfl. This shift in long wavelength sensitivity is 

accompanied by an overall increase in heterochromatic brightness matching sensitivity 

relative to that found by the flicker method. The shapes of the flicker photometry curves 

were also found to be dependent on reference intensity, although this effect was much 

less dramatic than in the heterochromatic brightness matching condition. The flicker 

curve was found to be slightly narrower for the lOOfl intensity. In contrast to the 
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brightness matching, the flicker wavelength of peak sensitivity remained constant at 

approximately 550nm for all levels. 

The interpretation of these results should be conducted within the context of the 

challenges encountered during data collection. The majority of these challenges are 

derived from the large intra and inter-subject variability routinely found in 

psychophysical measurements. It is common in investigations of luminosity to have 

subjects and data sets that are difficult to work with. In their landmark study Gibson and 

Tyndall (1923) noted that: 

An examination of the original data immediately shows that some 
observers were able to duplicate their ratio values very closely on 
different days, but others could not do so well. 

The subjects with poor repeatability created difficulties for Gibson and Tyndall's 

analysis. They could not definitively separate those subjects who were simply poor at 

making photometric matches from others who had genuine fluctuations in their relative 

sensitivity. Not wanting to eliminate the variable subjects completely, Gibson and 

Tyndall decided to divide their subjects into good and poor repeatability groups, and then 

gave the good group twice as much weight in their computations. 

Some of my subjects were also more consistent than others in their matches. This 

lack of consistency could be due to a variety of factors including instability in match 

criteria and differences in adaptive state. 

Instability in match criteria over extended periods of time is more of a problem 

for heterochromatic brightness matching than for flicker photometry (Wagner and 

Boynton 1972). On one instance, during data collection, an equipment malfunction 
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interrupted a brightness matching session for several hours. During that break the 

subject's criteria shifted and we were unable to continue with the session where we left 

off.   Heterochromatic brightness matching criteria were relatively consistent for data 

collected in one continuous session. This was verified by checking sensitivity against the 

order of testing on curves where there were dramatic changes in sensitivity for adjacent 

wavelengths, such as for subject #3 for lOfl heterochromatic brightness matching 

condition (Figure lOB). No systematic order effects were found on these inspections. 

One possible threat to heterochromatic brightness matching criteria stability came 

from the introduction of experimenter bias.   The subjects were very susceptible to 

suggestion.  For example, simply having subjects manipulate the variable density filter 

system controller could cause dramatic changes in brightness perception, even when the 

filter wheel was disengaged. In addition if the experimenter made any comment about a 

subject's performance their heterochromatic brightness match could move up or down a 

log unit in intensity. Because of these observations, I took three steps to reduce the 

influence of the investigator on the subject's performance. First, once the subjects were 

trained, all the experimental sessions were run without giving the subject any specific 

feedback as to their performance. Only encouragement including statements such as; 

"Your doing fine" and "Keep going, you're almost finished," were given. Second, I did 

not deviate from the testing pattern of four trials at each randomly selected wavelength. 

Such simple deviations as repeating a trial were interpreted by the subjects as an 

inadequate response on their part and consequently had an impact on the testing session. 

Third, to reduce experimenter bias I did not edit the data set. All subjects completed one 

and only one experimental session for each condition and no trials were dropped nor were 
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any trials repeated or substituted. All calculations were conducted using this unedited 

data set. 

Another concern is the influence of adaptation on visual performance. Adaptation 

has been an ubiquitous confounding variable since the first experiments on luminous 

efficiency. 

Adaptation and fatigue are probably the physiological factors most 
difficult to estimate and control. Color vision is peculiarly dependent on 
adaptation. When physiologists work on problems of vision they 
distinguish between the light-adapted and dark-adapted eye depending 
on whether the eye works in the light or comparative darkness. The 
ability to perceive color, which is lost on greatly decreasing the 
illumination, gradually returns as the eye becomes accustomed to the 
small quantity of light. Fatiguing the eye for one color makes it more 
sensitive to others. Fatigue also alters the relative critical frequencies of 
flicker for different colours; and the effect is different depending on the 
character of the fatiguing light. Both these disturbing factors must be 
kept in mind when investigating heterochromatic photometry (Ives, 
1912). 

The broadly sloping spectral curves for the adapting sources are not of particular 

concern for extrapolation to normal viewing conditions since there are no naturally 

occurring spectrally flat scenes. Here it is important to keep in mind the premise of 

photometry, that luminous efficiency functions are moderatelv robust across conditions. 

If luminous efficiency functions fluctuated widely with small changes in viewing 

conditions, photometry would have little practical meaning. Alternatively, if W(k) held 

strictly across all viewing conditions and adaptation states then there would be no 

purpose in pursuing luminous efficiency research. 
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Still, the variability in spectral content with reference intensity does complicate 

the interpretation of the increase in relative sensitivity at higher intensities by the 

heterochromatic method. As shown in Figure 3 the short wavelength content of the 

adapting source increases with increasing reference intensity.   Theoretically, the 

increasing short wavelength content in the adapting source could suppress the short and 

middle wavelength cone outputs and thus result in an increase in relative sensitivity at 

longer wavelengths.   However there are several pieces of evidence to suggest that the 

adaptation source is not the cause of the long wavelength (red) shift with increasing 

intensity in the heterochromatic brightness matching curves. 

Visual adaptation to light is generally discussed in terms photopigment bleaching 

and regeneration at the photoreceptor. The consistency of the peaks in the flicker data at 

the different intensities argues against adaptation or saturation at photoreceptor as a 

viable explanation of our heterochromatic brightness matching results. The flicker data 

do not rule out adaptation or saturation in some location in the visual pathways that is 

relatively isolated from luminance (flicker) processing. 

Relative suppression or saturation would only be expected when the short 

wavelength output of the adapting source exceeds the long wavelength output. The 

spectral output curves for the adapting source show that at the Ifl and lOfl levels the long 

wavelength content is greater than the short wavelength. The lOOfl adapting source has a 

very flat spectral output across the visual spectrum.   Only at the lOOOfl reference 

intensity does the short wavelength content exceed the long wavelength. The red shift in 

the heterochromatic matching curves starts at the lOfl, a level at which there is still a 

preponderance of long wavelength content. The large peak in the 600nm region is fully 
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developed at lOOfl when the adapting source was most neutral.   In addition, in previous 

work in which adaptive fields have been used to suppress relative sensitivity in different 

portions of the visual spectrum, Sperling and Harwerth (1971) found that a 5500K 

correlated color temperature source, very similar the lOOOfl adaptive source, to be neutral 

in terms of relative suppression. 

Another issue important to interpretation of these data is inter-subject variability. 

From the beginning of luminous efficiency research, experimenters have had difficulty 

with inter-subject variability (Ives, 1912; Gibson and Tyndall 1923). A variety of factors, 

including differences in optical properties including pupil size, macular pigment density, 

cone photopigment absorption, neural processing and match criteria are responsible for 

this inter-subject variability. Experimenters have to decide if they want to control, 

eliminate or allow these factors to vary. To control for the variability due to pupil size, 

vision scientists developed a unit of retinal illuminance known as the troland.   The 

troland is not a direct measure of retinal illuminance but is calculated from the source 

luminance and the subject's pupil size. Efforts to fix pupil size to support a retinal 

illuminance calculation for a given experiment typically require pupil dilation and/or 

exact head positioning of subject. Both of these requirements are difficult for subjects in 

multi-hour experiments and therefore a decision was made to allow pupil diameter to 

vary in this study. Allowing pupil fluctuation not only improves subject comfort but may 

also help in the generalization of the experimental findings to real world conditions. 

Pupil fluctuation does prevent exact comparison between the present results and 

those in other studies that have reported in units of retinal illuminance.   Pupil fluctuation 

is also a potential explanation for why some of the subjects start showing greater 
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sensitivity at longer wavelengths in the heterochromatic brightness condition at lower 

stimulus levels then others. For example, at the 10 fl intensity subject #4's brightness 

matching curve has already shown at dramatic shift while at that same level subject #2's 

brightness matching curve is still very similar to the Ifl curve (Figures 9B and UB). 

Pupil fluctuation may also have a small impact on the spectral content of light 

reaching the retina and, thus, could explain the narrowing of the flicker photometry curve 

at the lOOfl intensity. The interaction between chromatic aberration and aperture size 

was one cause for the difficulty in maintaining constant spectral content in this 

experiment's adaptation stimulus. A similar interaction between the eye's chromatic 

aberration and its variable aperture, the pupil, may account for our flicker data although 

Sagawa et al., (1991) had similar flicker photometry findings while using a Maxwellian 

view optical system that controls for pupil size. The flicker photometry results Sagawa et 

al. differed from the present study in that they found a small decrease in sensitivity only 

at longer wavelengths with increasing retinal illuminance. In the present study, there was 

a decrease in sensitivity at both long and short wavelengths. 

Of the studies that can be compared to the current experiment Sagawa et al. 

(1991) is the most recent and directly relevant. Sagawa et al. conducted both flicker 

photometry and heterochromatic brightness matching experiments across 3 logs unit (7 

levels) of reference intensity. Their brightest level was slightly more intense than the 

highest level in this study. 

In their heterochromatic brightness matching experiments Sagawa and colleagues 

found that the relative sensitivity of both the longer and shorter wavelengths increased 

with increasing reference intensity between 100 trolands (~lfl) and 3000 trolands (~50fl). 
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Sagawa et al. considered the increasing relative sensitivity in the short and long 

wavelengths to be evidence of increasing chromatic contributions to brightness 

perception. Between 3000 and 100,000 trolands they found that the relative sensitivities 

were stable across wavelengths. This finding was interpreted as a saturation of the 

chromatic channel. In contrast to the results of Sagawa et al., visual inspection of the 

heterochromatic brightness matching curves in the current study suggests that the relative 

sensitivity continues to change at higher intensities. The lOOOfl curve appears broader 

and long wavelength relative sensitivity improved, particularly at 650nm, when compared 

to the lOOfl curve. Admittedly this change is small compared to those that occurred in 

the range over which Sagawa et al. thought that luminous efficiency was actively 

changing. 

At all reference intensities, the heterochromatic brightness matching curves of 

Sagawa et al. have a definitive unimodal peak near 540nm with a small plateau between 

580 and 620nm and have a very similar appearance to the CIE Heterochromatic 

Luminous Efficiency Curve (CIE HBM Standard) shown in Figure 17. Their data are 

similar to that from the current study in that for the longer wavelengths the sensitivities 

from heterochromatic brightness matching increase with increasing reference intensity at 

least up to 3000 trolands.   The magnitude of the increase was less in the subjects studied 

by Sagawa et al. than in the current study and Sagawa et al. did not find a "notch" 

between 550 and 600nm as was found in this study. Additionally, in the study of Sagawa 

et al. the peaks of the heterochromatic brightness matching curves remained at 
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approximately 540nm at all levels of reference intensity. In the present data, the peak 

sensitivities shifted into the low 600nm region as reference intensity increased. 

There are several advantages to the strategy, used in both the study of Sagawa et 

al. and the present study, of conducting flicker photometry and heterochromatic 

brightness matching experiments together. The similarity of the flicker photometry 

curves to V(X) and the relative stability of the curves across the different reference 

intensities provides reassurance that our apparatus, subjects, calibration processes and 

testing procedures were appropriate. In addition, both studies were able to compare the 

sensitivity of the subjects using the two methods at each wavelength. When Sagawa's 

group plotted the ratio of the heterochromatic brightness matching sensitivity verses the 

flicker photometry sensitivity, they found that the ratio was greater than one for all 

wavelengths and that the ratio increased with increasing reference intensity. In the 

present study a repeated measures t-test was conducted on the flicker photometry and 

heterochromatic brightness matching data and found that the heterochromatic values were 

higher than the flicker values at thelOfl, 100 and lOOOfl levels. This comparison supports 

the conclusion that the chromatic channel, which is considered an opponent or subtractive 

process, must produce a positive signal to add to the achromatic channel signal during 

brightness processing. 

Other studies have also shown comparable but less dramatic changes in 

heterochromatic brightness matching curves relative to the present project. Yaguchi and 

Ikeda (1980) conducted heterochromatic a brightness matching experiment over 3 log 

units (4 levels) of reference intensity with their brightest level being approximately equal 

to our lOfl condition. At their highest intensity level, they concluded that 1 of 4 subjects 
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showed a dramatic change in relative sensitivity, most notably the development of a 

second peak at 600nm. One subject showed no change at all, and 2 subjects showed 

intermediate changes. Overall, they concluded that: 

There are two extreme types among observers at high illuminance 
levels. One type shows a change in the relative luminous efficiency 
curve with the change of the retinal illuminance level, and another 
type shows no change. 

In my study, none of the subjects were of the type that showed no change. All 7 subjects 

showed a change in the luminous efficiency function by the lOOfl level, a slightly higher 

intensity than used by Yaguchi and Ikeda (Figures 8-14). 

The major difference between Yaguchi and Ikeda's study and mine is that one of 

their subjects showed no change in heterochromatic brightness matching curves with 

increasing reference intensity, while I found none.  There are two potential explanations 

for this difference. It is possible that there is a population of individuals whose 

brightness matching curves are stable across all photopic reference intensities and that my 

subject pool failed to include any of these "no change" type of subjects. However, the 

more likely explanation is that most subjects show an increase in relative sensitivity at 

longer wavelengths provided the reference level is sufficiently high. 

Insufficient reference intensity is also the likely explanation for the differences 

between the heterochromatic brightness matching curves in the present study and the 

Luminous Efficiency Curve for Centrally-Viewed, Two Degree Field by Heterochromatic 

Brightness Matching Function published by CIE (Meyer et al, 1978). The function is an 

average taken from 31 subjects across 7 different studies (Bedford and Wyszecki, 1958; 
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Comerford and Kaiser, 1975; Guth and Lodge, 1973; Kinney 1964; Sperling and Lewis, 

1959; Wagner and Boynton, 1972). Reference intensities for these studies were reported 

to be 500 trolands (~10fl) or less except for one that seemed to be conducted at a fairly 

bright level but for which no reference intensity was reported. 

The CIE heterochromatic brightness luminous efficiency curve is shown with 

each of my measured heterochromatic brightness matching curves in Figure 17. At Ifl, 

my measured heterochromatic brightness matching curve agrees well with the CIE 

heterochromatic brightness curve. However, by the lOfl level, differences between the 

CIE standard and my measurements become apparent in the long wavelength portion of 

the spectrum. At lOOfl and lOOOfl, the present measurements are clearly disparate from 

the CIE "standard." This disparity suggests that the CIE standard may seriously 

underestimate the relative sensitivity of the eye in the long wavelength region of the 

visible spectrum at higher intensities. 

A bipartite color match is very similar to heterochromatic brightness matching 

except that three color primaries are used to match the reference stimulus and the match 

is made on both hue and brightness. The laws of brightness matching imply that, if a 

color match is made between 3 monochromatic primaries and a reference stimulus of 

fixed relative spectral content, the relative proportions of the primaries will remain the 

same regardless of the luminance of the reference stimulus. Wyszecki and Stiles (1980) 

found that proportionality failed for trichromatic matches when the reference intensities 

were in the high photopic range. They used a pigment bleaching hypothesis to model 

their results and found reasonable agreement between the model and their data. There are 

two interesting comparisons between their study and my results. The first involves the 
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intensity levels at which the non-linearities occurred.   Wyszecki and Stiles found the loss 

of proportionality occurred between 600 and 5000 fl for their subject. For at least three 

of my subjects, the heterochromatic brightness matching curves had started to change 

shape at the lOfl level. From this it would seem that the violations in the laws of 

brightness matching started at least one order of magnitude lower for the present 

experiment. The second comparison concerns pigment bleaching. Wyszecki and Stiles 

felt that pigment bleaching was a good explanation for the failure of proportionality. 

However, in the present study the constancy in the flicker photometry curves across the 

reference intensities argues against a photoreceptor explanation for the violation of the 

brightness matching laws under the heterochromatic brightness matching condition. 

A better explanation for the finding from this current study may be found in the 

work of Sperling and Harwerth (1971). They conducted relative sensitivity studies over 3 

log units of adaptation intensity using an increment-threshold approach. They concluded 

that the increment threshold relative sensitivity curves had three peaks (at 445nm, 540nm 

and 610nm) and that the two longer wavelength peaks were best described by a linear 

subtractive model, where the middle and long wavelength photoreceptors have mutually 

inhibitory relationship.   There are substantial similarities between the data obtained in 

this study and those of Sperling and Harwerth.   In the present study, every subject has a 

peak in their heterochromatic brightness matching curves at or above 600nm for the lOOfl 

and lOOOfl intensities (Figures 8-14). These peaks are large enough that on the mean 

curves for heterochromatic brightness matching at lOOfl and lOOOfI (Figure 15), the 

absolute maximum is above 600nm. The exact location of the peak cannot be determined 

because of the spacing between the filters used for this region of the spectrum.   Figure 15 
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also shows peaks near 540nm for all intensities, but little evidence of peaks near 445nm 

as found by Sperling and Harwerth. 

An important finding from the Sperling and Harwerth study was that the amount 

of interaction or inhibition between the middle and long wavelength cone responses 

increased with increasing background luminance. This increased interaction is shown in 

the relative sensitivity curve in a deepening notch at 580nm as the background luminance 

is increased. With a 10 troland (~lfl) background, their sensitivity curves had a broad 

single-peaked appearance with a slight depression in the 580nm region. This description 

is also reasonably representative of the mean heterochromatic brightness matching curve 

generated at a similar intensity in the present experiment (Ifl, Figure 15). When the 

background was 1000 trolands, roughly equivalent to my lOOfl level, Sperling and 

Harwerth found a dramatic three-peaked appearance with a deep notch at 580nm. At 

10000 trolands, the three peaked shape was even more pronounced with the middle and 

long wavelength peaks being of comparable size. As described in the results section, the 

mean curves from the current study produce similar middle and long wavelength peaks 

with a notch around 580nm. However, I did not find evidence of the short wavelength 

peak. The striking similarity, thus, is that, in both studies, the sensitivity curves for 

heterochromatic brightness matching go through a similar transformation in the middle 

and long wavelength regions at similar levels of reference intensity. 

While my heterochromatic brightness matching results are similar to those of 

several previous studies, one finding in the flicker data is distinct from previous work: the 

significant difference between the lOOfl flicker curve and the other levels. It is generally 

assumed that data obtained by flicker photometry reflect processing by an achromatic or 
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luminance channel within the visual system. The luminance channel is assumed to be 

very predictable, supporting the brightness matching laws of symmetry, transitivity, 

proportionality and additivity.   It is also assumed that the luminance channel is derived 

from straightforward processing of the output of retinal cones.   The significant 

probability of Level for the flicker data suggests that these assumptions do not strictly 

hold.  Two notable qualifications should be made about this conclusion. First, in the 

V(X,) style transformation of the data, the peak values for each curve are given more 

weight than the others. This is an infringement on the assumptions underiying analysis of 

variance and therefore the resulting probabilities should be considered with some degree 

of suspicion. Second, the size of the effect is small and thus is not likely to have 

substantial practical influence on brightness processing. 

Even if these reservations are acknowledged, highlighting the possible failure of 

brightness matching laws at lOOfl is important. In science the most parsimonious theory 

that accurately explains the data is preferred. If flicker curves are consistent across 

intensities, a relatively simple luminance channel model, using the summation of middle 

and long wavelength cone outputs, can be used to fit the data. However, if the relative 

sensitivity by flicker photometry changes with intensity, a more complicated model is 

needed.   Research showing that short wavelength cones can influence luminance 

channel processing at higher adaptation levels may provide a potential foundation for 

future luminance models. 

Stockman et al (1990) conducted flicker photometry trials using a variety of 

monochromatic stimuli and backgrounds to isolate short, middle and long wavelength 

cone pathways. Using this approach they were able to make short wavelength stimuli 
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flicker matches to middle and long wavelength stimuli for frequencies up to 30 Hz, 

thereby demonstrating a short wavelength cone contribution to luminance processing. In 

addition, they found that to optimize the short wavelength contribution to the flicker 

match, a phase lag had to be introduced, thus demonstrating that the processing time lag 

for flicker is different for each cone pathway. By investigating the relationship between 

flicker rates and phase lags Stockman et al were also able to demonstrate that the usual 

blue cone luminance signal is antagonistic and that the signal can interact differently with 

the middle and long wavelength signals depending on flicker rates and phase lag. Since 

stimulus intensity is known to influence processing time it is reasonable to believe that 

the changes in reference intensity in the current study could influence the interactions 

between the three cone pathways in luminance processing. 

The results of the present study may thus highlight potential neural processing 

anomalies. The more immediate and practical outcomes of this study are with regard to 

photometry at higher intensities. 1912, Herbert Ives proclaimed: "Given the satisfactory 

photometric method, and the standard eye to use it, the measurement of the relative 

brightness of different coloured light becomes a definite thing."  He had just completed 

luminous efficiency curves for 18 subjects and felt that the mean for these subjects was 

"sufficiently near the mean eye for all practical purposes." Ives was confident he had 

resolved the photometry issue: "The results of the photometric method here advocated 

hold for the average eye under the most important illumination conditions." However, 

Ives acknowledged that some adjustments to the photometric system would need to be 

made for unusual illuminations. "It is inevitable that correction factors will need to be 
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applied to these values whenever the effective illuminations are v^'idely different from 

that here adopted as standard" (Ives, 1912). 

It is evident in my study that the effective illuminations created by simultaneously 

bright and narrow light sources such as laser and LEDs can differ greatly from those used 

to develop V(X). Though less well known than V(X,), the CIE Luminous Efficiency Curve 

for Centrally-Viewed, Two Degree Field by Heterochromatic Brightness Matching is the 

preferred function for photometry of narrow sources (Meyer et al, 1978).   The present 

study agrees well with the CIE heterochromatic brightness matching function at the Ifl 

reference intensity. However at 10 foot-lamberts or greater, the present study suggests 

that at luminance of the CIE curve may substantially under estimate the luminous 

efficiency of long wavelengths. 

My results create some ambiguity as to how LED and laser photometric 

measurements should be made at higher intensities. This ambiguity will continue until 

further experimentation can place these results in context. A practical solution, in the 

mean time, would be to consider the luminous efficiency curve at high intensities to be 

flat over most of the spectrum, from about 480nm to 620nm, and to acknowledge that 

subject variability makes prediction of individual performance problematic. More 

generally, it is important to acknowledge the quality of our measurements, an issue that is 

often overlooked. As pointed out by W.D. Wright who was instrumental in establishing 

the 1931 cm system: 

The CIE Colorimetry Committee recently in their wisdom have been 
looking at the old 1931 observer and have been smoothing the data to 
obtain more consistent calculations with computers. This has also 
involved some extrapolation and, in smoothing, they have added some 
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additional decimal places. When I look at the revised table of the x,y,z, 
functions, I am rather surprised to say the least. You see, I know how 
accurate the actual measurements really were. Guild did not take any 
observations below 400nm and neither did I, and neither did Gibson and 
Tyndall on the V(k) curve, and yet at a wavelength of 362nm, for 
example, we find a value of y of .000004929604! This, in spite of the fact 
that at 400nm the value of y may be in error by a factor of 10. I can not 
help wondering what Mr. Guild thinks if he happens to see these tables. I 
know we can put the blame on the computer but we must not abdicate our 
common sense altogether (Boyton, 1979). 

Conclusion 

In this study luminous efficiency curves were generated using two methods, 

flicker photometry and heterochromatic brightness matching, at four levels of reference 

intensity, 1,10,100, and 1000 fl.   Luminous efficiency was found to vary with both the 

method and intensity with which the measurement was taken. At the Ifl reference 

intensity, the heterochromatic brightness matching and flicker photometry curves were 

similar to each other and to Y{X). As reference intensity was increased, the 

heterochromatic brightness matching relative sensitivity in the long wavelength region of 

the visible spectrum increased and the peak luminous efficiency shifted from 

approximately 540nm to above 600nm. 

The most reasonable explanation for the long wavelength shift is that, as the 

intensity increases, the contribution of the opponenency based chromatic system 

increases.    Similar results have been reported in other heterochromatic brightness 

matching studies and by Sperling and Harwerth using the increment threshold technique. 

"Thus as the neutral adaptive state of the fovea is increased, the amount of interaction 

between the red- and green-receptor response increases" (Sperling and Harwerth 1971). 
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The change in the flicker photometry curve was less dramatic. The peak 

in the flicker photometry luminous efficiency curve remained at approximately 

550nm at all reference intensities but the luminous efficiency in the both the long 

and short wavelength regions appeared to drop slightly at the lOOfl reference 

intensity. 

The variability in luminous efficiency functions across levels of photopic 

adaptation has implications for both the study of visual processing and the 

photometric measurement of simultaneously bright and spectrally narrow light 

sources that are increasingly prevalent in our environment. 
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